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Abstract— Scalability is a critical challenge for blockchain-
based cryptocurrencies. Payment channel networks (PCNs) have
emerged as a promising solution for this challenge. However,
channel balance depletion can significantly limit the capacity
and usability of a PCN. Specifically, frequent transactions that
result in unbalanced payment flows from two ends of a channel
can quickly deplete the balance on one end, thus blocking
future payments from that direction. In this paper, we propose
Fence, an online balance-aware fee setting algorithm to prevent
channel depletion and improve PCN sustainability and long-
term throughput. In our algorithm, PCN routers set transaction
fees based on the current balance and level of congestion on
each channel, in order to incentivize payment senders to utilize
paths with more balance and less congestion. Our algorithm is
guided by online competitive algorithm design, and achieves an
asymptotically tight competitive ratio with constant violation in
a unidirectional PCN. We further prove that no online algorithm
can achieve a finite competitive ratio in a general PCN. Extensive
simulations under a real-world PCN topology show that Fence
achieves high throughput and keeps network channels balanced,
compared to state-of-the-art PCN routing algorithms.

Index Terms— Blockchain, payment channel network, routing,
online algorithm, competitive analysis.

I. INTRODUCTION

THANKS to decentralization of the blockchain, cryptocur-
rencies such as Bitcoin [40] can execute transactions

trustlessly. However, compared to payment systems like Visa
which can handle 24, 000 transactions per second (tx/s) [7],
Bitcoin can only process around 7 tx/s. This scalability issue
of the blockchain is due to the global consensus for every
transaction [13].

Off-chain payment channels were proposed as a promising
solution for this challenge. With only two on-chain transac-
tions to open and close a channel respectively, two nodes can
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execute many transactions without committing all transactions
to the blockchain. A Payment Channel Network (PCN) is
a network of payment channels, used to execute off-chain
payments between users without a direct channel. A real-world
example is the Bitcoin’s Lightning Network (LN), which has a
capacity of B5, 226 (or $109, 122, 968) as of January 2023 [6].

Payment routing is a key challenge in a PCN. A pay-
ment’s success requires all channels on its payment path to
have enough balance for forwarding. Yet, the balance on
one direction of a channel may deplete due to mismatched
transaction flows on both directions [52]. When depletion
happens, the depleted end can no longer forward payments
until its balance is replenished via opposite-direction pay-
ments. Further, senders do not know if channels along the
selected payment paths have sufficient balance due to the
balance privacy requirement in a PCN [5]. Hence current PCNs
only route payments in a trial-and-error manner, leading to a
low payment success ratio.

Existing work mostly tries to improve the success ratio in
three different ways. Balance probing [59] violates the balance
privacy of a PCN [17]; payment slicing and queueing [49]
raises payment latency, transaction fee and network overhead;
active rebalancing [32] incurs on-chain or forwarding costs.

In this paper, we explore the missed opportunity of using
transaction fees to help the network remain balanced. The
intuition is to indirectly influence the path selection strategy
of senders by dynamically adjusting the transaction fee setting
of routers in the network, thus achieving overall network bal-
ance and increasing long-term throughput. Specifically, routers
can set transaction fees based on their channels’ congestion
or imbalance levels. Senders are incentivized to pick paths
that have lower fees and thus are less congested and more
balanced. Inspired by competitive online algorithm design,
we specifically propose an exponential fee function, such that
the transaction fee increases exponentially with the level of
congestion or imbalance on a channel. Our fee-based approach
allows PCN senders to still pick the minimum-fee path with-
out guessing the balance of each channel. Furthermore, our
algorithm can be implemented as a decentralized protocol
without landmarks or trusted central servers, and can be easily
adjusted to protect the balance privacy of payment chan-
nels. Existing PCN routing algorithms mostly lack theoretical
analysis and solely rely on empirical performance evaluation,
which we propose to address through the competitive analysis
framework [14]. Through theoretical analysis, we show that
no online algorithm can achieve finite competitiveness on a

1558-2566 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: N.C. State University Libraries - Acquisitions & Discovery  S. Downloaded on December 16,2024 at 22:05:55 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-2422-3183
https://orcid.org/0000-0003-0905-5158
https://orcid.org/0000-0002-1811-4423
https://orcid.org/0000-0002-5833-8894
https://orcid.org/0000-0002-9426-0596
https://orcid.org/0000-0003-0750-1441


1662 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 32, NO. 2, APRIL 2024

general bidirectional PCN, and our algorithm can achieve an
asymptotically tight competitive ratio on a unidirectional PCN.
We perform extensive and comprehensive simulation exper-
iments based on real-world PCN topology and transaction
data. Results show that our algorithm significantly outperforms
state-of-the-art solutions in terms of payment throughput and
success ratio, while keeping the network balanced over the
long run.

Our main contributions are summarized as follows:
• We propose a novel algorithm for balance-aware, high-

throughput online payment routing in a PCN, which
reacts to channel congestion and imbalance with adaptive
fee setting.

• We prove that our algorithm achieves an asymptotically
tight competitive ratio in a unidirectional PCN, and show
that no online algorithm can achieve a finite competitive
ratio in a general bidirectional PCN.

• Extensive simulations show that our algorithm can
improve the throughput while keeping the network bal-
anced, compared to existing routing and fee setting
approaches.

Organization. §II introduces background and related work.
§III presents our system model. §IV proposes our online
balance-aware fee setting algorithm. §V presents competi-
tive analysis results. §VI explains protocol design details.
§VII shows evaluation results. §VIII concludes the paper.

II. BACKGROUND AND RELATED WORK

A. Payment Channel Network

Cryptocurrencies like Bitcoin [40] and Ethereum [56] have
put forward an innovative permissionless paradigm based on
the blockchain technology. A global consensus protocol is used
for global participants to agree on the state of an append-only
distributed ledger, which is maintained by all the users of the
system. However, global consensus requires high time cost and
computational and storage investment because each individual
transaction needs to be confirmed by a majority of maintainers
of the network. For example, the Bitcoin blockchain can only
process about 7 transactions per second, which is several
orders of magnitude worse than the mature Visa network [7].
As a result, the blockchain-based cryptocurrencies are not
widely used for daily transactions on a large scale.

Some approaches have been put forward to address the scal-
ability issue. These approaches can be divided into two tracks:
on-chain scaling (Layer 1) and off-chain scaling (Layer 2).
On-chain scaling like sharding [18] improves scalability by
dividing the network and the blockchain states into smaller
shards, where consensus is reached within each shard. But
sharding suffers from reduced security and additional overhead
for inter-shard communication, and existing solutions have not
sufficiently addressed these issues [28].

Another track of approach is off-chain scaling which
improves the transaction processing rate by moving the
consensus off-chain and requires only a small number of
transactions to be on-chain. One most promising exam-
ple is the payment channel network (PCN). A payment
channel addresses the blockchain scalability issue by con-
solidating many off-chain transactions into two on-chain
transactions [31]. To open a channel, two users as channel
owners publish an on-chain transaction to deposit into a
multi-signature address controlled by them. Their deposits are
then regarded as their initial balances on the channel. To carry

Fig. 1. Off-chain payment through channel balance redistribution.

out a payment, both owners of the channel agree to update the
channel balance distribution based on the payment direction
and amount. An infinite number of transactions (subject to
bidirectional channel balances) can be conducted before the
channel is closed and the final balances committed to the
blockchain. For example, suppose S and D open a channel
by each depositing B10 as shown in Fig. 1. If S transfers
B5 to D, the balance decreases by B5 on S’s side and increases
by B5 on D’s side, as approved by both parties.

A PCN is a set of users inter-connected by payment chan-
nels [31]. When two users do not have a direct channel but
there exists a path of channels connecting them, they can send
payments to each other along the path, subject to the available
balance on all channels along the path. To ensure payment
security, a Hash Timelock Contract (HTLC) can be employed
in LN, which locks the available balance on each channel until
every channel confirms payment success or failure, or when
the timelock expires [31]. Raiden network [9] utilizes smart
contracts on Ethereum to control state changes of this process.
To incentivize owners of intermediate channels for payment
forwarding, each channel owner can charge a transaction fee
based on the transaction amount when forwarding a payment.

Since invention, PCNs have received significant attention
due to its ability to decrease latency, improve throughput
and enhance privacy of the blockchain system. For example,
as of January 2023, the Bitcoin LN already has 16, 041 nodes
and 75, 828 open channels, with a total deposit of B5, 226
($109, 122, 968) in the network [6]. To address challenges in
PCN such as limited security provision, constrained usage
scenario and functionality, and complete path reliance of
payment, various innovative PCN architectures have been
proposed. For instance, payment hub [27], state channel [38],
virtual channel [20], general channel [11], etc.

B. Routing and Rebalancing in PCNs
We first review the categorization of payment routing

schemes that focus on improving the payment success ratio.
Then we introduce limitations of existing rebalancing schemes.
We also list relevant works that control network balance
through fee adjustments, and emphasize the differences and
improvements offered by our approach compared to these
existing solutions.

Payment routing’s impact on PCN throughput and suc-
cess ratio has been extensively studied [54], [60], [63].
Landmark routing is one promising approach in payment
routing. Landmark routing picks several landmarks network-
wide, and routes a payment via one of them [39], [43].
SpeedyMurmurs [46] extends landmark routing and uses
embedding-based path discovery to reduce overhead and
increase throughput. Yet, landmark-based routing is vulnerable
to denial-of-service attacks due to centralization, and lacks
path diversity.

Some proposed congestion control-based approaches to deal
with the imbalance problem. Spider [49] was proposed to
achieve higher throughput via payment slicing and queueing.
However, slicing and/or queuing suffer from high transaction
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fees and long waiting and settlement times [13], [42]. Fur-
thermore, Atomic Multipath Payment (AMP) [2] is required to
ensure payment security, which could incur a huge overhead
on routers for keeping per-slice states. APCN [61] mitigates
channel balance depletion and enhances the success ratio
with per-user congestion control, relying on hardware trusted
execution environments to deter user misconduct [55].

Other routing schemes have also been explored. Bailout [24]
can re-route ongoing multi-hop payments to allow earlier
unlocking, but it does not focus on improving the payment
success ratio and incurs additional interactions and overhead.
Webflow [62] improves the payment success ratio by achieving
high resource utilization, but it needs semi-centralized web
servers for support and requires extra overhead for routers.

Some recent works focus on applying deep reinforce-
ment learning to schedule transactions in order to maximize
the long-term throughput [35] and deal with the chan-
nel imbalance [15], or to dynamically generate fee setting
strategies [10]. However, learning-based solutions cannot sat-
isfactorily learn accurate network conditions due to high
dynamics and unknown information (such as balances)
in PCN.

On-chain or off-chain rebalancing has been proposed to
address balance depletion. On-chain rebalancing requires clos-
ing and reopening the channel, which involves time-consuming
and expensive on-chain operations. Off-chain cycle-based
rebalancing tries to find routing cycles to fulfill rebalanc-
ing requests [32]. The rebalancing process incurs transaction
fees without completing any actual payment, and may make
other channels more unbalanced. Also, it occupies balances
on involved channels during rebalancing. Hence frequent
off-chain rebalancing actually degrades throughput. Some
existing work suggests using smart contracts for rebalanc-
ing [25], [29]. However, rebalancing through smart contracts
requires extra deployment costs and interaction with the
blockchain.

Most related to our work are several solutions on mitigating
network imbalance with balance-aware fees or routing met-
rics [16], [19], [23], [33], [34], [45], [52]. However, they
rely on heuristic fee functions or metrics without support
from a theoretical framework. So they may only work in
restricted settings and their efficacy can be inadequate in
reality. For instance, Merchant [52] is a balance-aware fee
setting scheme with a linear transaction fee function. Opti-
mizedFees [19] applies a variable fee based on payment size
and channel imbalance. FixedExpFee [45] introduces a fixed
tunable parameter to reflect channel balance status in the
fee function. We evaluated them in §VII, which performed
inferiorly compared to ours.

Notably, most solutions above do not have any theoretical
analysis or guarantee. Spider [49] is the only algorithm with
a throughput-optimal guarantee in a restricted special case,
but it requires breaking down all payments into unit amounts,
which significantly modifies the current PCN architectures
and incurs severe router overhead and high transaction fees.
In contrast, our algorithm only results in minimal modification
to user software, and does not rely on slicing payments
to achieve an asymptotically tight competitive ratio in a
unidirectional PCN.

III. SYSTEM MODEL

Table I summarizes notations used in our system model.

TABLE I
NOTATION TABLE OF SYSTEM MODEL

A. Network Model
We model a distributed PCN as a directed graph G=(V,E),

where V is the set of nodes, and E is the set of channels.
A directed channel is denoted as uv ∈ E with source node
or owner u. Two opposite-direction channels uv, vu ∈ E
form a bidirectional channel denoted as uv = vu ≜ {uv, vu},
which is an unordered set. In general, we define e′ as the
opposite-direction channel of e ∈ E, e as the bidirectional
channel that e belongs to, and E as the set of all bidirectional
channels. The capacity of uv is cuv , denoting the total deposit
of both owners at channel opening, and shared by both directed
channels.

Consider uniform time slots T =(0, 1, . . . ,T). This uniform
time slot assumption is only for simplicity of illustration, and
can be trivially extended to systems without or with variable
time slots. The instantaneous balance of a channel uv∈E at
time T ∈ T is b(T, uv), denoting the available balance of
node u on channel uv. Let b(0, uv) be the initial balance
of uv upon channel opening. We call {b(T, uv), b(T, vu)}
a balance distribution of channel uv. Note that a node’s
balance may or may not include in-flight transactions that
are in processing. For clarity, we define b(T, uv) to include
all in-flight transactions on uv. Based on Fig. 1, we have
b(T, uv)+b(T, vu)=cuv at any time.

We assume that each PCN node knows the network topol-
ogy from the blockchain [31], but only knows the balances
of its own channels. This complies with real-world PCN
implementations such as the Bitcoin LN [31], where the
network topology is automatically kept by each user’s client
based on channel opening and closing transactions on the
blockchain, while the real-time balance of each channel is
private information and is not disclosed to a non-adjacent
node. A node can be a sender/recipient of payments, a router
forwarding payments for others, or both simultaneously.

B. Payment Model
Let R= {R1, . . . , RK} be a set of K online arriving pay-

ments, and define K={1, . . . ,K}. Without loss of generality,
we assume that the payments in R are ordered based on their
arrival times. Each payment Ri ∈R is denoted by a 5-tuple:
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Fig. 2. Linear summation fee and convolutional fee setting with final payment
amount B5. ϕi(·) denotes the transaction fee function of ith hop. The total
transaction fee for the payment is denoted by φ(p, 5). The shaded part denotes
the transaction amount range that each node considers when calculating fees.

Ri = (si, di, δi, sti, edi), where si and di are the sender and
recipient respectively, δi is the payment amount, and sti and
edi are the arrival time and expected completion time if the
payment succeeds respectively. si, di, δi, sti are known when
a payment is initiated, while edi can be estimated based on
sti and the average settlement time in the PCN.

Let n be the maximum hop count of a valid payment
path, and let P be the set of all paths with no more than
n hops. Pi ⊆P denotes the set of paths between si and di.
A path is defined as p ≜ (e1, e2, . . . , elp), where lp is the
number of hops of path p. Let T ≜ maxi∈K{edi − sti} be
the maximum duration estimation of one payment. We define
τ(T, i) ≜ 1sti<T to denote if the payment Ri has arrived
before time T , and κ(T, i) ≜ 1sti≤T≤edi

to denote if the
payment Ri is active at time T by estimation, where 1c is an
indicator function of condition c.

Define a transaction fee function ϕe(y)∈R∗ for forwarding
an amount of y>0 on channel e; R∗ denotes the non-negative
real number set. Let δ be the final payment amount received by
the recipient along a path p. There are two ways for computing
the transaction fee along the entire path p in the PCN literature:
• Linear summation fee: Total transaction fee φ(p, δ) is

a linear summation of applying the fee function of each
channel on the final payment amount δ along the path:

φlin
elp

(p, δ) = ϕelp
(δ),

φel
(p, δ) = ϕel

(δ)+φlin
el+1

(p, δ), ∀l<lp,

φlin(p, δ) = φlin
e1

(p, δ). (1)

• Convolutional fee: The transaction fee on channel e ∈ p
is computed by applying the fee function on the sum of
the payment amount, plus the accumulative transaction
fee on all channels after e along the path:

φconv
elp

(p, δ) = ϕelp
(δ),

φel
(p, δ) =ϕel

(δ+φconv
el+1

(p, δ))+φconv
el+1

(p, δ), ∀l<lp,

φconv(p, δ) = φconv
e1

(p, δ). (2)

The linear summation fee has been widely used in existing
work due to simple computation of end-to-end transaction
fees [16], [19], [52]. However, in practical PCNs such as the
LN, the convolutional fee is used [5], as φe(p, δ) would be the
actual transaction amount that needs to be processed on each
channel e, not just the final payment amount δ. We show two
examples of fee settings with payment amount B5 in Fig. 2.

In linear fee setting, each hop only needs to consider the final
transaction amount in calculating the transaction that it will
charge, as shown in Fig. 2(a). Each hop in the convolutional
fee setting instead needs to consider the final transaction
amount, as well as the transaction fee of all subsequent hops,
as shown in Fig. 2(b). In practice, the first hop of the path
usually does not charge the transaction fee, in which case the
fee function can be temporarily set as ϕe1(·) = 0 for this
hop during routing. Routing based on the linear summation
fee may lead to under-estimated transaction fees and hence
frequent payment failures. We address both fee forms with a
uniform algorithm framework.

When the transaction fee of making a payment through the
PCN is too expensive, a sender will be motivated to use an
alternative method such as the blockchain itself or a traditional
payment method like credit card. In other words, each sender
has an internal valuation ρi = Ciδi for payment Ri, which
is the upper bound of the total transaction fee the sender is
willing to spend for payment amount δi, where Ci is a constant
coefficient. We assume that there is a global upper bound of
the transaction fee coefficients of all senders, denoted as C ≜
maxi∈K{Ci}. It can be computed, for example, by dividing the
average on-chain transaction fee and/or the transaction fee of
using any traditional payment method by the payment amount.
To properly formulate our payment routing problem, we first

define a routing scheme of a successful payment Ri ∈ R:
Definition 1: Given payment Ri ∈ R, a routing scheme

for Ri is defined as a tuple (Pi, δi), where Pi ⊆ Pi is a
subset of paths for Ri, and δi : Pi → R∗ is a payment
allocation function over Pi that represents the payment amount
allocated on each path in the set Pi. We then define δi(e) ≜∑

p∈Pi:e∈p δi(p) as the payment amount processed along a
directed channel e ∈ E, and similarly δi(e) as the amount
along both directions of e ∈ E.

IV. ONLINE ROUTING DESIGN

In this section, we first motivate and formulate the
balance-aware network weighted throughput maximization
problem. We then design an exponential fee function to
instruct each router’s transaction fee policy. Following the fee
setting policy, we propose a distributed online algorithm for
payment routing. We assume that each sender can obtain the
real time fee setting policies of each router in this section and
relax this assumption in §VI. Table II lists the notations used
in this section.

A. Balance-aware Weighted Throughput Maximization
In a PCN, the transaction amount a channel can forward is

limited by both its capacity and balance distribution. Capacity
limits the maximum in-flight transaction amount on both direc-
tions of a channel, while balance limits the amount that can be
forwarded along each direction. Meanwhile, capacity will be
resumed when the in-flight transactions settle, while balance
on a direction is affected by all transactions settled before a
given time, and can only be recharged mostly via opposite-
direction payments. Depletion of either resource will prevent
a payment from being forwarded. Current PCNs with static
fees and minimum-fee routing can lead to frequent depletion
of some channels, while leaving others under-utilized.

Fig. 3 gives an example of channel balance depletion and
underutilization. Suppose S is sending payments to D, and
R1 and R2 are two routers that form paths S→R1→D and S→
R2→D respectively. R1 charges a lower fee than R2. In this
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TABLE II
NOTATION TABLE OF ROUTING DESIGN

Fig. 3. Depletion and underutilization of payment channels.

case, even if R2 has more balance to support payments from S
to D, S will still use S→R1→D as the default path and deplete
the channel between R1 and D, leaving the channel between
R2 and D underutilized. After depletion, channel R1 → D
cannot be used anymore due to the lack of available balance on
R1’s side, unless there are payments coming from D→R1 or
some other rebalancing technique is used.

Given online arriving payments R, a PCN tries to maximize
the total amount of payments successfully settled. Motivated
by the above example, each directed channel uv has a certain
perfectly balanced state, which is the desired state of both
channel owners. For instance, a channel with both sides having
the same balance (equal to half of the channel capacity)
can be regarded as perfectly balanced, if both sides expect
to send an equal amount of transactions to each other in
the long run. For generality, we define a balance goal of a
channel uv with parameter βuv ∈ (0, 1), which defines the
balance distribution that is regarded as “perfectly balanced”
for this channel. For instance, βuv = 0.5 means the channel
is perfectly balanced when each side has half of the total
channel capacity as its balance: b(T, uv)=b(T, vu)=0.5 cuv .
To simplify the description of the problem, we let
βuv+βvu =1. In practice, it is not necessary for the two owners
of the channel to reach a consensus on the balance goal. Our
approach remains applicable without consensus. In the case of
βuv + βvu < 1, the liquidity parameter αe can be adjusted to
align with the balance goals of the channel owners. In the
case of βuv + βvu > 1, our proposed fee setting scheme

also guarantees that at least one owner’s fee setting brings
her closer to her desired balance goal. The owners of each
channel also have requirements for liquidity. They have the
motivation to maintain a certain amount of “reserved fund” on
their channel for unexpected or urgent payments of their own.
We define liquidity requirement of a channel with liquidity
parameter αe∈ [0, βe), denoting that the owner would like to
keep at least αe · ce minimum balance on channel e at any
time. The channel owner allows full depletion if αe =0.

Let X = {xi ∈ {0, 1} |Ri ∈R} be the outcome of routing
payments R, where xi indicates if payment Ri is accepted or
not. Let Φ = {δi(p) ∈ R∗ |Ri ∈ R, p ∈ Pi} be the demand
allocation over all paths for each Ri. Define the transaction
amount incurred on e∈p by routing Ri along path p as

fi,e(p) = δi(p) + φe(p, δi(p)). (3)

fi,e(p) is 0 when Ri is not accepted, i.e., when xi = 0. The
balance b(T, e) on channel e at time T by considering all
previously arrived payments before time T is:

b(T, e) = b(0, e)+
∑
i∈K

τ(T, i)xi

∑
p∈Pi

(fi,e′(p)−fi,e(p)) . (4)

Rather than purely optimizing long-term throughput (sum of
successful payment amounts), we instead maximize a weighted
sum, taking into account the potentially different valuation
of each sender. This generalizes the throughput maximiza-
tion problem, as throughput maximization can be formulated
as weighted throughput maximization with all valuations
Ci = 1.

Definition 2: Given a PCN G and payment set R, the
balance-aware weighted throughput maximization problem
can be formulated as:

max
X,Φ

∑
i∈K

Ciδixi (5)

s.t.
∑

p∈Pi

δi(p) ≥ δixi, ∀i ∈ K; (5a)∑
i∈K

κ(T, i)
∑

p∈Pi

(fi,e(p) + fi,e′(p)) ≤ ce,

∀T ∈ T ,∀e ∈ E; (5b)
b(T, e) ≥ αece, ∀T ∈ T ,∀e ∈ E. (5c)

Explanation: Our objective is to maximize the weighted
throughput that is the sum of valuations of all accepted
payments based on Eq. (5). To purely maximize total through-
put, one can simply assume Ci is the same for ∀Ri ∈ R.
Constraint (5a) means the total received amount of a payment
should be no less than its payment amount if it has been
served successfully. In other words, payments are either fully
accepted or fully rejected in an atomic manner. Constraint (5b)
limits the total in-flight transaction amount on each channel
by its capacity. The more saturated this constraint is, the more
“congested” the channel is at a time. Constraint (5c) enforces
the liquidity requirement of each owner by ensuring that its
balance is lower bounded by αece.

B. Fee-Based Online Routing

To solve the weighted throughput maximization problem in
PCN, we propose a fee-based online routing algorithm. Below,
we first outline and motivate the high-level idea of fee-based
online routing, and then propose our detailed design.
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1) Online Routing Based on Fee Setting: The transaction
fee was invented to incentivize PCN participants to forward
the payment and compensate for their opportunity cost, which
improves the network stability. The transaction fee of the
channel can be set freely by the channel owners in today’s
LN [5]. It would be beneficial if the transaction fee could
reflect the network states, such as the channel’s congestion and
available liquidity, in order to improve routing performance.
Specifically, the dynamically changing fee setting of each
node will affect the routing strategy of each payment, thereby
impacting the congestion or imbalance level of the channels
in the entire network.

Motivation: Routing design via fee setting has several
advantages. First, senders are assumed to employ the same
routing strategy as in the current PCN, i.e., they are incen-
tivized to take the minimum-cost paths. In comparison,
most existing solutions require the senders to follow spe-
cific (non-cost-efficient) routing strategies, such as using
K minimum-cost or non-minimum-cost paths, contradicting
the users’ default behaviors. Second, routing via fee setting
requires minimal changes to routing algorithms of senders,
and modification to router behaviors is only limited to fee
setting with minimal overhead. Moreover, it requires no central
coordination, as every router is able to set its transaction fee
function independently based on local observations.

2) Solution Overview: Since the PCN does not know future
payments before they arrive, finding the optimal strategy for
maximizing long-term weighted throughput is difficult. Our
idea is to manipulate transaction fees to motivate payment
routing that leads to long-term network balancedness and
reduces congestion. Picking a low-fee path should correspond
to using channels with less congestion and imbalance. If a
path has a fee higher than what a sender is willing to spend,
it should indicate that the path likely has insufficient balance
or is severely congested.

To achieve this goal, we need an adaptive fee setting
policy that reflects the channel status for congestion and
balance. Below, we define two desired properties of such a
policy.

Consider a payment R = (s, d, δ, st, ed) arrives at a chan-
nel e. We define the level of congestion that R faces on a
channel during the entire period [st, ed] as the congestion
state, denoted by F = (Fst, Fst+1, . . . , Fed) where each
FT denotes the total in-flight amount on both directions
of channel e at time T ∈ [st, ed]. When comparing two
congestion states F and F̂ , we say that F ≻ F̂ iff FT ≥ F̂T

for ∀T ∈ [st, ed], and there exists T ∈ [st, ed] such that
FT > F̂T .

Definition 3: Consider two congestion states F , F̂ and the
same balance distribution on channel e, in which a payment
is charged with two transaction fees ϕe, ϕ̂e respectively. Then,
the fee policy is decongestion-incentive if

F ≻ F̂ ⇒ ϕe > ϕ̂e. (6)

Informally, an owner should charge a higher fee when
the in-flight amount on both directions of the channel is
higher.

Definition 4: Consider a payment that can go through
either direction of a bidirectional channel (e or e′) when
it arrives. With the same congestion state on e, consider
two balance distributions {be, be′} and {b̂e, b̂e′}, under which
the fees charged by e and e′ are {ϕe, ϕe′} and {ϕ̂e, ϕ̂e′}

Fig. 4. An example of fee-based routing. There are 3 paths between sender
S and recipient D: path p1 = (S→R1→D), path p2 = (S→R2→D),
and path p3 = (S→R3→D). The sender will choose path p2 because the
channel from R2 to D charges a lower fee ε than others.

respectively. Then, the fee policy is balance-incentive if

be ≤ b̂e ⇒ ϕe ≥ ϕ̂e, (7)
be/βe ≤ be′/βe′ ⇒ ϕe ≥ ϕe′ , (8)

and additionally, only a negligible fraction of balance distri-
butions would result in strict equalities in both (7) and (8).

Informally, a balance-incentive fee policy satisfies that:
1) a higher fee is charged when an owner has a lower balance
on its side, and 2) the owner with a balance lower than the
balance goal βece charges a higher fee than the other owner.
Definitions 3 and 4 will be utilized in Lemma 1 to demonstrate
how our designed adaptive fee function achieves these two
properties.

Fig. 4 shows the intuition of the fee-based routing. Assume
all channels have a capacity of B20, and the balance goal is
βe =0.5. There are three paths p1, p2 and p3 from sender S
to recipient D. For p1, since the channel from R1 to D is
unbalanced with R1 having balance lower than its goal, a new
payment through it will exacerbate its imbalance. So R1 would
set a high fee (B0.5). For p3, there are ongoing transactions on
this channel even though this channel is currently in a balanced
state. So R3 would set a high fee (B0.3) to alleviate possible
congestion. For p2, because R2 to D is unbalanced with R2’s
side having more balance, R2 can set a low fee (e.g., a minimal
fee Bε for R2) to attract payments from R2 to D. S will
choose the minimum-fee path p2, which will avoid aggravating
the imbalance and congestion on p1 and p3 respectively, and
help the channel R2→D be more balanced.

3) Fee Design: Inspired by the online algorithm framework
in [12], we design an exponential fee function to instruct
routing in a PCN. Different from in traditional networks,
online routing in a PCN has two unique challenges. First, the
fee and the payment amount itself share the channel balance
and capacity, and both need to be considered in the online
framework. Second, besides occupying the capacity on each
channel which will resume after the payment completes, a
successful payment will impact the channel balance even after
the payment is completed, continuously affecting all future
payments. The fees need to reflect this long-lasting influence.

To measure the temporary capacity congestion and long-
term (im)balance of a channel, we define two utilization ratios
at the time when the i-th payment in R arrives:

λ1,e(T, i) ≜
∑

j<i
κ(T, j)xj

δj(e)
ce

, ∀T ∈ T ,∀e ∈ E; (9)

λ2,e(i) ≜
βece − b∗(sti, e)

(βe − αe)ce
, ∀e ∈ E, (10)

where b∗(T, e) ≜ b(0, e) +
∑

i∈K τ(T, i)xi(δi(e′)− δi(e)).
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λ1,e(T, i) is the capacity utilization w.r.t. constraint (5b),
which measures the level of congestion based on payments
that are active at time T . λ2,e(i) is the balance utilization
w.r.t. constraint (5c), which measures the level of imbalance
w.r.t. the balance goal βece, based on the current balance that
depends on all payments before sti. In the definition of λ2,e(i),
the numerator defines how much the current balance b∗(sti, e)
is short from the balance goal βece, and the denominator
defines the total balance budget as the balance goal βece minus
the minimum balance requirement αece. Clearly λ1,e(T, i)∈
[0, 1], while λ2,e(i)≤1 and can be a negative value, meaning
the channel’s balance is exceeding the balance goal.

Our fee function is based on the utilization ratios. Recall
that n is the maximum hop count of a payment. We define a
congestion cost σ1,e(T, i) at each time T for any bidirectional
e ∈ E (Eq. (11)) and an imbalance cost σ2,e(i) for any
directed e ∈ E (Eq. (12)) upon payment Ri’s arrival:

σ1,e(T, i) ≜ Zce(µ
λ1,e(T,i)
1 − 1), (11)

σ2,e(i) ≜

{
Z(βe−αe)ce(µ

λ2,e(i)
2 −1), if λ2,e(i)≥0,

0, if λ2,e(i)<0,

(12)

where µ1 = 2(nTF1 + 1) and µ2 = 2(nF2 + 1), F1 and F2

are two conservativeness parameters of the router in charge
of fee setting, and Z is a global factor to match the valuation
and the usage of capacity, in other words, a basis rate for
congestion- or imbalance-incurred costs. We discuss how to
set these parameters in Sec. VI. Note that λ1,e(T, i) and
σ1,e(T, i) are shared by both directions of e ∈ E. Both
cost functions are exponential with respect to their respective
utilizations. As the congestion or imbalance level of channel e
increases, congestion cost or imbalance cost rapidly escalates.
This constrains the passage of transactions exacerbating this
situation, pushing transactions to utilize other channels with
lower congestion and imbalance. The coefficients of the cost
functions indicate the extent to which the usage of capacity
affects their respective costs. When the capacity utilization
is 0, the congestion cost is 0; when the balance utilization
is 0, the imbalance cost is 0. Based on these costs, we define
the channel unit cost upon a payment Ri’s arrival as:

σe(i) ≜
∑edi

T=sti

σ1,e(T, i)
ce

+
σ2,e(i)

(βe − αe)ce
, ∀e ∈ E. (13)

Based on Eq. (13), we propose the following adaptive fee
function of channel e with payment amount δ, upon Ri’s
arrival, taking the instantaneous cost of the channel as input:

ϕe(δ, σe(i)) ≜ σe(i) · δ. (14)

Considering the linear summation fee defined in Eq. (1), the
fee for sending payment amount δ along path p is:

φlin
i (p, δ) ≜

∑
e∈p

ϕe(δ, σe(i)), (15)

and the total fee of a routing scheme (Pi, δi) is φlin
i (Pi, δi)≜∑

p∈Pi
φlin

i (p, δi(p)). Eq. (15) comes from the definition in
Eq. (1). Similarly, define the fees under the convolutional
fee for sending payment δ along p and for a routing scheme
(Pi, δi), as φconv

i (p, δ) and φconv
i (Pi, δi) respectively, by using

the definition in Eq. (2) with Eq. (14).
Lemma 1 rigorously proves that our proposed fee function

is designed to assign higher fees in the presence of increased

channel congestion and greater imbalance, and vice versa.
Consider a synthetic channel ẽ which has the same capacity
and initial balance as e, but the channel updates only consider
the payment amounts without transaction fees, i.e., the in-flight
amount is Fẽ =

∑
j<i κ(T, j)δj(e)xj at time T upon Ri’s

arrival, and the balance is bẽ = b∗(sti, e).
Lemma 1: The fee function defined by Eq. (14) is

decongestion-incentive and balance-incentive on channel ẽ.
Proof: As the capacity utilization in Eq. (9) increases

with the total in-flight payment amount, the congestion cost
σ1,ẽ(T, i) is increasing. Hence when channel balances are
fixed, the fee function ϕẽ(δ, σẽ(i)) is decongestion-incentive.

When λ2,ẽ(i) < 0, according to Eq. (12), we have imbal-
ance cost σ2,ẽ(i) = 0. When λ2,ẽ(i) ≥ 0, the imbalance
cost σ2,ẽ(i) strictly increases with decreasing b∗(sti, ẽ). Hence
Eq. (7) holds given the same congestion state.

For Eq. (8), if b∗(sti, ẽ)/βẽ ≤ b∗(sti, ẽ ′)/βẽ′ , we have
b∗(sti, ẽ) ≤ βẽcẽ and b∗(sti, ẽ ′) ≥ βẽ′cẽ. Then according to
Eq. (10), we have λ2,ẽ(i) ≥ 0 and λ2,ẽ′(i) ≤ 0. So we have
λ2,ẽ(i) ≥ λ2,ẽ′(i) and hence Eq. (8) holds given the same
congestion state. Both equalities hold only when the channel
ẽ is perfect balanced. The lemma follows. □

We note that channels e and ẽ differ only by the transaction
fee of each payment. This may make the fee function ϕe(·)
slightly violate the incentive properties on channel e. However,
the violation is bounded by a factor of (1+C) because of the
maximum transaction fee bound C, which can be very small
in practice (e.g., ≤ 0.015%), as we further discuss in Sec. VI.

4) Online Routing Algorithm Design: We propose a scal-
able distributed online fee setting and routing algorithm in
Algorithm 1.

Sender’s algorithm is in Lines 1–5. Upon a payment’s
arrival, the sender finds a minimum-fee path based on either
the linear or convolutional fee, e.g., using Dijkstra’s algorithm
or its variant. The sender then checks if the transaction fee
of the path for its full payment is lower than its valuation.
If the transaction fee is higher, the sender will choose not
to use the PCN for this payment, but instead use alternative
means for payment such as the blockchain itself. If it happens
that the transaction fee of PCN is higher than the blockchain,
it means the network is undergoing significant congestion and
imbalance where almost no payment may succeed, in which
case using the blockchain can actually be a better option for the
user. Otherwise, the sender will attempt to send the payment
along the minimum-fee path.

Each router’s algorithm is in Lines 6–13. Lines 6–7 initialize
the utilizations and fee functions. When a router forwards a
payment, it updates channels’ capacity and balance utilizations
used by this payment, and sets the fee function accordingly.

Remark: Algorithm 1 routes each payment along a single
path, despite that the routing problem (Program 5) and our
fee function in Eq. (15) both consider possible multi-path pay-
ments with demand allocation. The consideration of multi-path
payments are for compatibility with existing PCN protocols,
and/or users and routers who do not follow our algorithm for
routing. As we show later, single-path payments are sufficient
for achieving a non-trivial competitive ratio under a special
circumstance, and show good performance in simulations.

V. ONLINE ROUTING ALGORITHM ANALYSIS

Our online routing algorithm is theoretically analyzed in
this section utilizing the competitive analysis framework.
Competitive analysis has been widely used in analyzing the
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Algorithm 1 Online Routing With Fee Functions

/* Sender algorithm */
Input: Network G, payment Ri, function φ∈{φlin

i , φconv
i }

Output: Decision xi, routing path p if xi = 1
1 Find min-fee path p∗ ← argminp∈Pi

{φ(p, δi)};
2 if p∗ ̸= ∅ and φ(p∗, δi) ≤ Ciδi then
3 δi(p∗)← δi;
4 return Send Ri (xi = 1) along path p = p∗.

5 else return Reject (xi = 0).

/* Router algorithm */
Input: Bidirectional channel uv
Output: Channel fee announcements

6 Initialize λT,uv(0, 1), λ2,e(1) for ∀e ∈ uv according to
Eqs. (9) and (10)

7 Nodes u, v set and broadcast ϕe(·) for ∀e ∈ uv based
on Eqs. (11)–(14)

8 while payment Ri arrives along e ∈ uv do
9 for ∀T ∈ [sti, edi] do

10 λ1,uv(T, i + 1)← λ1,uv(T, i) + δi

cuv

11 λ2,e(i + 1)← λ2,e(i) + δi

(βe−αe)ce

12 λ2,e′(i + 1)← λ2,e′(i)− δi

(βe′−αe′ )ce

13 Nodes u, v set and broadcast ϕe(·) for ∀e ∈ uv.

performance of online algorithms, for example, in resource
allocation [53], online routing [30], scheduling [48], edge
computing [37], etc. Competitive analysis assesses an online
algorithm’s performance with no complete future knowledge,
by comparing it to an optimal offline algorithm that can antic-
ipate all the requests in advance. Competitive ratio indicates
the worst-case performance of the online algorithm [14].

Definition 5: An online algorithm is (a, b)-competitive
(a, b ≥ 1) if given any sequence of online arriving payments
R, it achieves at least 1/a of the optimal weighted throughput,
while ensuring that Eqs. (5b) and (5c) are violated by at most
a factor of b.

We first show that our algorithm achieves an asymptotically
tight competitive ratio with a constant violation in a special
case, i.e., when the network consists of only unidirectional
channels. Note that none of the existing works mentioned in
Sec. II-B provided any theoretical guarantee even in this spe-
cial case. Then we prove a negative result for the competitive
ratio of any online algorithm in the general bidirectional PCN
setting to highlight the difficulty of the problem.

A. Competitive Analysis in a Unidirectional PCN
In this subsection, we analyze the performance of our

algorithm in a special case, where the PCN consists of
only unidirectional channels. In this case, rebalancing through
opposite-direction transactions is impossible. We analyze
the competitive ratio of unidirectional PCN to guide our
algorithm design and provide the theoretical guarantee. This
is meaningful given the absence of such guarantees even
in a unidirectional PCN from existing works. This analysis
provides invaluable insights into the design of effective and
efficient algorithms for optimizing network balance, given that
the real-world depletion issues are most commonly caused

by temporary unidirectional transaction flows on bidirectional
channels.

In the case of a unidirectional channel, the channel’s initial
balance is always equal to its full capacity, and is monotoni-
cally decreasing with ongoing transactions due to the inability
to rebalance. The competitive ratio analysis under PCN takes
into account both instant capacity and long-term balance
limitations. Specifically, the analysis considers the specific
challenge in PCN where the total transaction amount settled
before a time t affects the balances of the bidirectional channel
for all times after t. This distinguishes the analysis from
traditional network routing, where bandwidth consumption
is only temporary and has no long-term impact beyond a
traffic flow’s duration. Let pi be the payment path chosen
by our routing algorithm for payment Ri with δi(pi) = δi.
To facilitate our analysis, we make two assumptions on
∀Ri ∈ R:

Assumption 1: ZnT ≤ Ci ≤ ZnTF1 + ZnF2.

Assumption 2: δi≤ min
{

mine∈E{ce}
log2 µ1

, mine∈E{(βe−αe)ce}
log2 µ2

}
.

Recall that Z is a basis rate factor to match the valuation
and the usage of capacity, Ci is the constant coefficient for
valuation of payment Ri, F1 and F2 are conservativeness
parameters of the router w.r.t fee setting, and µ1 = 2(nTF1 +
1) and µ2 = 2(nF2 + 1). In short, Assumption 1 bounds the
range of each sender’s valuation, such that any single sender
cannot have a valuation that is too high or too low compared
to others. Assumption 2 upper bounds each payment’s amount,
i.e., the payment amount of each payment cannot be too large
to easily saturate the channel. Note that we allow the total
payment amount of all users to significantly exceed the total
capacity of the network, and our algorithm still outperforms
state-of-the-art algorithms, as shown in the evaluation.

Remark on assumptions: We make these two assumptions
to facilitate our theoretical analysis. For the algorithm to
work in reality, these assumptions do not need to hold
strictly. Notably, these assumptions provide guidelines for
setting core parameters in our algorithm. These parameters
can further be fine-tuned during the actual operation by each
router to better reflect the network condition. In evaluation,
we show results where these assumptions do not hold while
our algorithm still achieves superior performance compared
to state-of-the-art algorithms. In Sec. VI, we will thoroughly
discuss how to set parameters based on guidelines from these
assumptions.

In the following, we divide our analysis into three parts:
capacity and balance constraint violation, total weighted
throughput bounds, and competitive ratio. We first present
capacity and balance constraint violation in Lemmas 2
and 3, and then present total weighted throughput bounds
in Lemmas 4 and 5. Finally, we wrap up all analysis into
Theorems 1 and 2 showing the asymptotically tight competi-
tive ratio of our algorithm. Detailed proofs of these results are
in Appendix.

1) Capacity and Balance Constraint Violation: In the fol-
lowing, let A denote the set of payments that senders decide
to send based on Algorithm 1. We have Lemma 2 which
shows that the total payment amount (without fees) accepted
by our algorithm will not exceed either the capacity or the
balance constraint, despite the fact that the sender makes
routing decision without any knowledge about the balance or
capacity of each channel, but only the fee.

Lemma 2: For ∀e ∈ E and ∀T ∈ T , two inequalities hold:∑
i∈A κ(T, i)δi ≤ ce, and

∑
i∈A τ(T, i)δi ≤ (βe − αe)ce.
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Lemma 2 shows that if the balance or capacity constraint
of a channel is violated by accepting a payment, the payment
sender’s valuation must be strictly less than the transaction
fee on this channel. This contradicts with our online routing
algorithm, as the sender would then not choose to send the
payment because of the high fee. Based on Lemma 2, we next
show that each balance or capacity constraint can be violated
by up to a constant factor in our algorithm.

Lemma 3: The transaction amount handled on a channel
can violate constraint (5b) or (5c) by at most a factor
of (1 + C).

Lemma 3 proves the maximum violation of capacity or
balance constraint for our algorithm by showing that the
transaction amount is also bounded since the transaction fee
is bounded by the valuation.

2) Total Weighted Throughput Bounds: In the following,
we further prove the total weighted throughput achieved by
our algorithm is within a poly-logarithmic factor of the total
weighted throughput of an optimal offline algorithm that
knows all the future payments in advance. The following proof
consists of four pieces: Lemma 4 gives a lower bound on our
algorithm’s total weighted throughput, and Lemma 5 gives an
upper bound of the offline optimal algorithm’s total weighted
throughput. Combining all the results of Lemmas 3−5,
Theorem 1 gives the competitive ratio of our algorithm and
Theorem 2 shows the competitive ratio is asymptotically tight.

Let k be the index of the last payment in A, and Γi
e =∑

T∈T σ1,e(T, i)+σ2,e(i) be the total cost of using up all
the resources on e. Lemma 4 proves a lower bound on our
algorithm’s total weighted throughput, by the final costs in
the network after accepting all payments in A.

Lemma 4: 2 log2(µ1µ2)
∑

i∈A ρj≥
∑

e∈E Γk+1
e . (16)

Through induction and showing that the changes in both
congestion cost and imbalance cost of two adjacent payments
are bounded by the total weighted throughput, we get the lower
bound of the total weighted throughput. Below, Lemma 5
proves a total weighted throughput upper bound that an offline
optimal algorithm can achieve, by the same costs in Lemma 4.

Lemma 5: Let A∗ be the set of payments accepted by an
optimal offline algorithm, and let Q = A∗ \ A be the set of
payments served by the offline algorithm but not by our online
algorithm. Then it satisfies that

∑
i∈Q ρi ≤

∑
e∈E Γk+1

e .
For the payments that are accepted by the offline algorithm

but not accepted by the online algorithm, their valuations are
bounded by the path costs. Because the costs in unidirectional
PCN increase monotonically and the offline algorithm balance
utilization cannot exceed 1, the total weighted throughput of
the optimal offline algorithm is also bounded.

3) Competitive Ratio: Based on Lemmas 3-5, we get the
competitive ratio of our algorithm.

Theorem 1: Algorithm 1 is a (O(log nT), 1 + C)-
competitive algorithm for the weighted throughput
maximization problem in Program (5).

Further in Theorem 2, we show that this competitive ratio
is in fact asymptotically tight.

Theorem 2: In a unidirectional PCN, any online algorithm
has competitive ratio of Ω(log n).

Theorem 2 shows that for any online algorithm, we can
always design a special payment sequence that dividing the
payments that passed through multiple intermediate nodes
at the previous time into multiple payments with the same
weighted throughput between multiple intermediate nodes.
So that the weighted throughput of the offline algorithm is

Ω(log n) times that of the online algorithm in a unidirec-
tional PCN. This is because that the offline algorithm can
consider all possible future payment sequences to select the
optimal strategy, whereas the online algorithm cannot.

B. Infinite Competitive Ratio in a General PCN

For the general bidirectional PCN, the problem becomes
increasingly hard. Theorem 3 states that without making any
assumption, there is no online algorithm that can achieve a
finite competitive ratio in a general bidirectional PCN.

Theorem 3: Given any online algorithm A, and an arbi-
trarily large a > 0, there exists a sequence of payments R,
such that the competitive ratio of the algorithm A on R is at
least a.

VI. DISCUSSIONS ON PROTOCOL DESIGN

This section discusses how to set algorithm parameters
and explains the motivation behind a router following our
algorithm for fee setting and how to address the capacity vio-
lation. This section also gives potential solutions for balance
privacy.

Parameter setting. While our theoretical analysis assumes
global knowledge such as all senders’ valuations and future
payment amounts, in practice, the parameters αe, βe, F1, F2,
C, Z and T can be independently decided by each router based
on its own preferences and historical observations.

Specifically, balance goal parameter βe can be negotiated
by channel owners upon opening. The liquidity requirement
αe is set based on a channel owner’s preference. C and Z
relate to the willingness of senders to pay via the PCN. Each
router stores all payments it receives. While valuations {Ci}
are senders’ private information, an empirical upper bound of
each Ci is to divide the current on-chain transaction fee by the
payment amount δi. Indeed, if the off-chain fee exceeds the
on-chain fee, senders may be encouraged to make on-chain
payments instead. C and Z can then be empirically estimated,
the latter based on the left-hand side of Assumption 1. T can
be estimated based on recent successful payments by a router.

Parameters F1 and F2 are two conservativeness parameters
set by each router. The right-hand side of Assumption 1 gives a
baseline for setting the values of F1 and F2 based on estimated
valuations. Based on it, their values can be scaled up or down.
The higher value F1 or F2 has, the more the channel owner
believes that congestion or imbalance will aggravate in the
future, and that a higher fee should be applied in accordance.
These values can be adaptive to how busy the PCN is based
on demand estimations, which is a future work for us.

Fee announcement. In practice, each channel owner can
estimate the average fee for the next estimated period of T,
based on changes in the levels of congestion and imbalance
in the recent past. A window-based method can be used to
update and announce the fee based on a minimum window.
The fee updates can be broadcast to all senders via distributed
protocols such as link-state announcements (LSAs) [41] or dis-
tance vector protocols [44]. Alternatively, centralized services
can be used to provide up-to-date fee information, similar to
the directory servers in Tor [8].

Router motivation and capacity violation handling. We
observe that current payment services such as Visa charges
around 2.5% of the payment amount as fees [7]. Instead,
the current LN proportional transaction fee has a median
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of 0.015%, two orders of magnitude lower than the tradi-
tional service. Hence having a transaction fee upper bound
of C = 0.015% or slightly higher in our algorithm does
not remove any of the cost-efficiency benefit of PCN, but
is able to result in greatly improved payment success ratio
and throughput, as shown in our evaluations. In practice,
the fee can be set either smaller or larger, as long as it is
defined as an exponential function of the channel utilization
in terms of both imbalance and congestion. For simplicity,
a router can simply set its parameters to make sure the average
fee it charges is approximately the same as its current fee
without our mechanism, based on estimated network con-
gestion/imbalance. The low transaction fee upper bound also
implies that the balance/capacity violation factor (1 + C) is
almost negligible, and can be easily handled by leaving an
additional C · ce margin on each channel. Our fee function
may result in a zero fee when a channel has enough balance
and is idle. To cover up routers’ costs, a small base fee can
be set (as in the current LN) on top of the exponential fee
function. In real PCN, the fee policies of all channels are
known to all of the nodes based on standard fee announcement
scheme [5].

As a new technology, the growth of the user base for
LN depends on the long-term liquidity and success of pay-
ments [57]. As a rational router, rather than solely focusing on
maximizing its own income, it is motivated to maintain good
liquidity in its channels in order to make the network more
sustainable and attract more users. It also wants to maintain
a high success ratio for payments, so that others will trust
its service and use it as a intermediate node [36]. Therefore,
in addition to just earning a maximum award in a short amount
of time before channel depletion, it is important for a channel
to consider its reputation and maintain liquidity. Additionally,
in Sec. VII, we conducted a study on the behavior of routers
when they followed the fee setting function versus when
they intentionally set lower fees to attract more users and
increase their own income. The results showed that when a
small fraction of routers acted dishonestly, the selfish behavior
harmed selfish routers’ income instead of benefiting them,
while having a negligible impact on the overall network
throughput.

We note that despite some proposals for zero fees in LN,
the current LN still utilizes transaction fee as an important
incentive for users to participate as intermediate routers [6].

Balance privacy. Since the fee is related to the balance
distribution of a channel, an attacker may violate the balance
privacy by observing real-time fee changes. We design a
privacy-preserving version of our algorithm to protect the
balance changes on channels. Specifically, we allow channel
owners to announce updated fees every k payments instead
of after every single payment. By aggregating the effects
of k payments on the channel balance, an attacker cannot
infer the exact channel balance difference corresponding to
each on-going transaction. We refer to this scheme as the
k-private fee setting scheme, which is an extension of the
well-known k-anonymity privacy guarantee [21], [22], [26],
[50] to PCN balance privacy. We evaluate the performance of
this privacy-preserving version of our algorithm in Sec. VII
in addition to our original algorithm. We note that this is
likely not the optimal nor the only method for providing
privacy preservation, but just serves as an example of the
compatibility of our algorithm with more complex privacy
preservation techniques. More complex technique can be based

on differential privacy [51] by applying a small random
perturbation to the fee functions, for instance. Other types of
privacy such as sender-recipient privacy can be realized by
existing techniques [46] and hence are omitted in this paper.

VII. PERFORMANCE EVALUATION

A. Experiment Settings
We extended the OMNET++ simulator in [49] for eval-

uation. The implementation used the C++ programming
language. The CPU of the experimental machine was Intel(R)
Xeon(R) Gold 5317 CPU @ 3.00GHz with 64-bit operating
system and 256GB running memory. Our implementation is
available as open source on GitHub [4].

1) Topology: We extracted a core network with 128 nodes
and 897 edges from a real LN topology snapshot on
Oct. 5, 2020 [49]. We kept the largest connected component
consisting of the top 0.4% channels in terms of capacity
with both nodes having degrees larger than 2. Each channel
took 30ms (one time slot) to process and forward a payment.
We converted the channel capacities from Satoshis to C to
match the payment dataset described below. After prepos-
sessing, the minimum and mean capacities were C4776 and
C6285, respectively.

2) Payment Workloads: The payment amounts were
randomly chosen from a preprocessed real-world credit
card dataset [3] with mean C7.43, median C5.97, and
maximum C22. Payments arrived following a Poisson distri-
bution. Due to privacy concerns, there is no realistic dataset
on transactions happening on the LN or other PCNs. To realis-
tically reflect real-world transaction scenarios, we generated a
workload as follows. The workload consisted of two types of
sender-recipient pairs in the network: those who frequently
transacting with each other (the frequently trading source-
destination pairs, such as cryptocurrency exchanges or large
companies) and those who infrequently made transactions
(such as normal users) and were truly randomly selected as
source-destination pairs. In particular, the frequently trans-
acting pairs were randomly selected during initialization and
remained fixed throughout the workload. Transactions between
frequently transacting nodes were periodically generated to
simulate exchanges or companies transacting with each other
in regular cycles. Each frequently transacting pair swapped
their roles (sender or receiver) every 25, 000 transactions.
We designed this workload to reflect real-world transactions,
such as regular transactions between cryptocurrency exchanges
or financial institutions, which could have a significantly
higher volume than between individual users. To model such a
workload, we applied the Pareto principle [47] by designating
20% of nodes as frequently transacting pairs, responsible
for 80% of total transactions in the network. The rest 20%
transactions were between randomly selected normal user
pairs.

3) Privacy Preservation and Selfishness: As discussed in
Sec. VI, we also evaluated the performance of Fence with
k-private fee setting. Each router only announced its latest
fee per k transactions, and we let the routers each have
asynchronous announcement cycles (by having each router
start from a random initial transaction counter towards k).
We denote this privacy-preserving version of our algorithm
as Fence+. In addition, considering that some nodes may
not follow our fee setting scheme and may selfishly set low
fees to attract users in an attempt to gain higher income,
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we introduced two parameters: selfish node ratio and selfish
fee ratio. The selfish node ratio indicates how many routers
in the network are selfish. Following the assumption of the
blockchain, we assume that the majority of nodes in PCN
are honest. Therefore, we set the selfish node ratio to be less
than or equal to 0.5. The selfish fee ratio is the factor by
which these selfish routers set their fees, compared to the
original fee that they should have set by using our fee setting
scheme.

4) Comparison Algorithms: We evaluated Fence and
Fence+ by comparing to seven different routing algorithms:
• One Shortest Path: This is the default routing algorithm

in LN [5], which finds the shortest path by hop count
using the Dijkstra’s algorithm to send a payment.

• K Shortest Path: This baseline underlies many state-of-
the-art PCN routing algorithms, such as Eclair [1] and
Flash [54], which use Yen’s algorithm [58] to find K
paths with fewest hops between sender and recipient, and
randomly chooses one of them for a payment.

• Landmark Routing: As used in several state-of-the-
art PCN routing schemes [39], [46], landmark routing
chooses K maximum-degree nodes as landmarks. It then
routes each payment via the minimum hop count path
through one of the landmarks.

• Spider Routing [49]: Spider is one of the state-of-the-
art routing schemes that employs congestion control to
regulate the payment rate along K edge-disjoint widest
paths. To avoid the long waiting time and high overhead
for payment slicing and queueing, we chose a non-slicing,
queue-less version of Spider for fair comparison.

• Merchant [52]: Merchant is a recently proposed balance-
aware fee setting scheme, whose high-level idea is similar
to ours, but with a heuristic linear transaction fee function
and without theoretical analysis. For a given balance point
of a channel, if an incoming payment brings the channel
closer to the balance point, then no fee is charged. If an
incoming payment pushes the channel further away from
the balance point, the fee on this channel is proportional
to the distance that the payment pushes from the balance
point, where the distance is measured as the absolute
difference between the current channel balance and the
balance point, divided by the channel capacity and then
multiplied by a constant coefficient. The payments are
sent along the path with minimum fee.

• OptimizedFees [19]: OptimizedFees is a fee policy that
applies a fixed fee plus a variable part which depends on
the size of the payment and the imbalance status of the
channel. The variable part has two slopes: the low slope
slow is applied to payments that decrease the imbalance
of the channel, and the high slope shigh is applied to
payments that increase the imbalance of the channel. The
imbalance is measured as the absolute difference between
the balances on both sides of the channel.

• FixedExpFee [45]: FixedExpFee is a fee policy that
depends on the unidirectional balance of a payment
channel. It introduces a fixed tunable parameter a as the
exponent of the balance in the fee function to reflect the
balance status of the channel, where the reciprocal of
the balance raised to the power of a is used as the
coefficient of the proportional fee.

5) Simulator Parameters: According to Sec. VI, we set
βe = 0.5, αe = 0.1, n = 10, T = 20 (time slots),
F1 = 1, F2 = 1. To realistically set the fees and valuations,

we obtained the fee policy of all channels in the preprocessed
LN topology [49], and used the median 0.00015 as our C. This
ensures that the fee policy in our simulation does not deviate
significantly from the current transaction fees in the LN, and
our fees are significantly lower than on-chain or traditional
payment methods. Then we set Z = C/(nT) = 7.5 × 10−7

to match the valuation and the usage of capacity according to
Assumption 1 in Sec. V-A. For each channel, we assumed that
the initial balance was b(0, e) = 0.5 ce. For k-private Fence+,
we set k to 100. Both the selfish node ratio and the selfish
fee ratio were set to 0.1 by default. For algorithms involving
finding K paths, we set K = 4. For Merchant, the balance
point was set to 0.5 and the constant coefficient was set to 1.
For OptimizedFees, the fixed fee was 1 Satoshi, slow = 0.01,
and slow = 0.03. For FixedExpFee, the tunable parameter a
was set to 0.5. Each simulation ran for 2, 000, 000 payments,
at a default arrival rate of 100 payments per second. We ran
each setting for 5 times with different seeds to average-out
random noise.

We used the following performance metrics for evaluation.
Payment success ratio denotes the number of successful
payments over the total number of payments. Throughput
success ratio denotes the successful amount over total amount
arrived in the network. Network imbalance is defined as the
sum of normalized balance difference on two sides of each
channel to measure the level of imbalance in the network.
Income ratio is defined as the ratio between the income
received by a node when engaging in selfish behavior and the
income when behaving honestly, which measures the impact
of the selfish behavior on routers’ income.

B. Evaluation Results

Fig. 5 shows the payment and throughput success ratios with
different arrival rates under scenarios without and with selfish
nodes. Specifically, because the misbehavior of selfish nodes
only affects schemes based on fee settings, for the sake of
clarity and readability, we only presented the results of Fence,
Fence+, Merchant, FixedExpFee, and OptimizedFees in the
scenario with selfish nodes, where 10% of the nodes intention-
ally set their fees to one-tenth of the original value to attract
more users and attempt to increase their own income, as shown
in Fig. 5(b). As shown in Fig. 5, Fence and Fence+ achieved
better throughput either with or without selfish behaviors. Due
to the privacy preservation consideration, Fence+ performed
less effectively than Fence. This indicates a trade-off between
the utility and security of the proposed fee setting scheme. The
success ratios of FixedExpFee and Merchant decreased with
higher arrival rates because these two mechanisms were more
affected by changes in channel fees, leading to insufficient
fees for forwarding. Comparing Fig. 5(a) with Fig. 5(b),
except for OptimizedFees, all fee-based schemes experienced a
decrease in the throughput success ratio when there were mis-
behaving nodes. The success ratio of OptimizedFees remained
unchanged compared to the scenario without selfishness. This
is because even without selfish behaviors, OptimizedFees only
had limited ability to maintain low network imbalance and
improve payment throughput, as shown in Fig. 6. As a result,
the selfish behaviors had limited impact on its performance.
Fence+ was more sensitive to selfishness compared to Fence.
This is because Fence+ takes into consideration the privacy
and performs periodic, non-real-time announcements of fees.
The misbehavior of certain nodes further hampered the ability
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Fig. 5. Throughput success ratios vs. workload arrival rates.

Fig. 6. Throughput success ratio and network imbalance over time.

Fig. 7. Payment success ratios vs. workload arrival rates.

of fees to accurately reflect the current state of the channels,
leading to a decrease in the throughput success ratio. Payment
success ratio results were similar to those of throughput
success ratio, as shown in Fig. 7.

Fig. 6 shows the changes in throughput success ratio and
network imbalance over time in one simulation run. The
fee-based schemes (Fence, Fence+, Merchant, Optimized-
Fees, FixedExpFee) had increasing throughput success ratios
over time, while other algorithms (except Spider Routing)
generally had decreasing throughput success ratios. This is
because in the balance-aware fee-based schemes, payments
that might cause channel imbalance could be rejected in
the early stage. Other algorithms blindly accepted payments
whenever there was available balance, leading to high success
ratios at the beginning. Over time, the fee based schemes
ensured most channels were relatively balanced, leading to
increased throughput success ratios. The other algorithms
suffered from high imbalance on critical channels, which led
to degrading success ratios over time. Overall, Fence and
Fence+ kept a low and stable level of imbalance during
the experiment. Fence+ was less effective than Fence in

Fig. 8. Payment success ratio and income ratio under different selfish node
ratio and selfish fee ratio.

maintaining network balance due to the asynchronous fee
update frequency, leading to imbalances in some channels.
However, the overall network imbalance remained relatively
low and stable, and the throughput success ratio was higher
than others. OptimizedFees, FixedExpFee and Merchant kept
a comparable or slightly lower level of network imbalance
as Fence, but with a lower throughput success ratio. This
suggested that these algorithms can lead to some channels
being very unbalanced while other channels idle or under-
utilized. One Shortest Path and Spider Routing had both low
throughput success ratio and high network imbalance. For
Spider Routing, congestion control without slicing led to too
many payments being rejected, and hence a low success ratio
was observed.

Fig. 8 illustrates how the selfish node ratio and selfish fee
ratio affect the payment success ratio and the average income
ratio among selfish nodes. In Fig. 8(a), we can observe that
as the selfish node ratio increased, the payment success ratio
showed a slightly decreasing. This is because the presence
of selfish nodes led to channels with low fees being quickly
depleted, preventing more payments from being successful.
Nevertheless, Fig. 8(a) also shows that as the selfish node ratio
increased, the selfish nodes’ income ratio actually decreased.
This means that selfish nodes received lower average income
compared to the income when they honestly. In Fig. 8(b),
we can observe that some nodes intentionally setting very low
fees led to decrease in payment success ratio, but the selfish
behavior of these nodes did not bring them more income as
the average income ratio of the selfish nodes decreased. Hence
we conclude that in real-world scenarios where routers have
incomplete knowledge of the behaviors of other nodes, they
are incentivized to follow our fee-setting algorithm to achieve
a high income on expectation.

Fig. 9 shows how changes in the conservativeness parame-
ters F1 and F2, the valuation upper bound C and the global
factor Z (for matching valuation and capacity usage) affect
the payment success ratio of Fence. In Fig. 9(a) and (b),
we can observe a similar trade-off for F1 and F2. In Fig. 9(a),
a workload rate of 1000 was used to illustrate changes in
the congestion conservative factor F1 in a more congested
network. A higher F1 (F2) meant the routers were more
conservative on keeping the channel less congested (more
balance) by rejecting payments, which lowered the long-term
throughput of the PCN. In Figs. 9(c) and (d), higher valuation
led to more violations of the balance constraints, lowering
the overall success ratio of Fence. As Z exceeded 7.5×10−7

and increased at a rate of 10 times, the success ratio decreased
significantly. This is because when Z exceeded the point of
C/(nT), the network experienced “inflation” where the same
valuation can utilize fewer capacity resources than before. This
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Fig. 9. Payment success ratio under different F1, F2, C and Z.

caused the network to become overly conservative and resulted
in a large number of payments being rejected.

VIII. CONCLUSION

This paper focused on using dynamic balance-aware trans-
action fees to influence the path selection of users and in turn
achieve network balance and improve throughput in a PCN.
We proposed an exponential fee setting function for incentiviz-
ing users to utilize payment paths with less congestion and
more balance. Our algorithm design was backed by rigorous
theoretical analysis. We proved that no online algorithm can
achieve a finite competitive ratio in a general PCN, and that
our algorithm achieves an asymptotically tight competitive
ratio in a unidirectional PCN. We then discussed how our
algorithm can be turned into a fully distributed protocol with
proper parameter setting, fee update and privacy preservation.
Extensive simulations showed that our algorithm can keep a
PCN balanced and achieve a high throughput, compared to
state-of-the-art PCN routing algorithms.

APPENDIX

This section shows the proof of Lemmas 2−5 and
Theorems 1−3. Notations used in this section are listed in
Table III.

PROOF OF LEMMA 2
Proof: We prove by contradiction. Assume a channel e

has balance constraint violated for the first time after payment
Ri is sent by the sender. This means that the balance utilization
λ2,e(i + 1) > 1. According to the balance utilization update
policy in Algorithm 1, we have λ2,e(i)>1−δi/((βe−αe)ce).

According to Assumption 2, we have

λ2,e(i) > 1− 1/log2 µ2. (17)

Inserting Eq. (17) into Eq. (12), we can get an inequality
about imbalance cost

σ2,e(T, i)>Z(βe−αe)ce(µ
1− 1

log2 µ2
2 −1)=Z(βe−αe)cenF2.

Similarly, if the capacity constraint at T is violated, we can
get an inequality about congestion cost

σ1,e(T, i) > ZcenTF1.

TABLE III
NOTATION TABLE OF APPENDIX

Let σunit
1,e (T, i) = σ1,e(T,i)

Zce
and σunit

2,e (i) = σ2,e(i)
Z(βe−αe)ce

.
Consider only one time slot and only one channel’s cost:

Zσunit
1,e (T, i) + Zσunit

2,e (i) > ZnTF1 + ZnF2.

According to Assumption 1, we have:

ρi =Ciδi ≤ ZnTF1δi+ZnF2δi < φlin
i (pi, δi) ≤ φconv

i (pi, δi).

The last inequality above is because, by definition, for the
same payment amount on the same path, the convolutional
fee is always no less than the linear summation fee given the
same fee function ϕe(·) on any channel e. With either linear
or convolutional fees, this contradicts with the condition for
the sender to send a payment in Line 2 of Algorithm 1. □

PROOF OF LEMMA 3
Proof: Following definition of the valuation in payment

model III-B, the total transaction fee of a forwarded payment
Ri is bounded by C · δi. This means that the transaction
amount on a channel e, which is the payment amount plus the
transaction fee incurred on e and any channel after e along
the path, is bounded by (1 + C)δi, i.e., fi,e(pi) ≤ (1 + C)δi,
∀i ∈ A.

For constraint (5b), we have
∑

i∈A κ(T, i)δi ≤ ce according
to Lemma 2. Therefore, we have∑

i∈A
κ(T, i)fi,e(pi)≤

∑
i∈A

κ(T, i)(1+C)δi≤ce(1 + C).

Constraint (5c) follows a similar proof. □

PROOF OF LEMMA 4
Proof: We prove by induction on k. Before the first

transaction comes (k = 0), since the unidirectional channel’s
initial balance is equal to its capacity, we have b(0, e) = ce,
and hence Eq. (16) is true.

Let Πi =
∑

T∈T
∑

e∈p(σ1,e(T, i + 1) − σ1,e(T, i)) +∑
e∈p(σ2,e(i+1)−σ2,e(i)) be the increase in network-wide

cost caused by an accepted payment Ri. To prove Eq. (16),
we first show that Πi ≤ 2ρi(log2 µ1 + log2 µ2),∀Ri ∈ A.
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For ease of expression, we define ∆1,e(T ) ≜

Zceµ
λ1,e(T,i)
1

(
2

δi
ce

log2 µ1 − 1
)

. Based on Eq. (11), we have
σ1,e(T, i + 1)− σ1,e(T, i) = ∆1,e(T ) which is the difference
in congestion cost between two adjacent payments.

Similarly, ∆2,e ≜ Z(βe − αe)ceµ
λ2,e(i)
2

(
2

δi log2 µ2
(βe−αe)ce −1

)
.

Given that the imbalance cost is defined with two conditions,
we must consider the various cases that may arise when adja-
cent payments are in different segments. Based on Eq. (12),
when λ2,e(i), λ2,e(i+1) ≥ 0, we have σ2,e(i+1)−σ2,e(i) =
∆2,e; when λ2,e(i) < 0, we have σ2,e(i+1)−σ2,e(i) < ∆2,e.
Therefore, we always have

σ1,e(T, i + 1)− σ1,e(T, i) = ∆1,e(T ), and
σ2,e(i + 1)− σ2,e(i) ≤ ∆2,e (18)

According to Assumption 2, the fact that 2x − 1 ≤ x for
0 ≤ x ≤ 1, and the definition of σ1,e(T, i), we have∑

T∈T

∑
e∈pi

∆1,e(T )≤ log2 µ1

∑
e∈pi

∑
T∈T

Zδi

(
σunit

1,e (T, i) + 1
)
.

Based on Line 2 in Algorithm 1 and Assumption 1, under
linear summation fee, we have Z

∑
e∈pi

∑
T∈T σunit

1,e (T, i)δi ≤
φlin

i (pi, δi)≤ρi and Z
∑

T∈T
∑

e∈p δi≤ZnTδi≤Ciδi =ρi.∑
T∈T

∑
e∈pi

∆1,e(T ) ≤ 2ρi log2 µ1. (19)

Under convolutional fee, Eq. (19) still holds, as the convolu-
tional fee (and ρi) is no less than the linear summation fee.

Following the same derivation as above, we have∑
e∈pi

∆2,e ≤ 2ρi log2 µ2. (20)

Combining Eqs. (18)–(20), Eq. (16) holds. □

PROOF OF LEMMA 5

Proof: Suppose the offline algorithm uses path set P ∗i
to serve payment Ri ∈ Q. The contribution of this payment
to the channel e ∈ E∗i is δ∗i (e) =

∑
p∈P∗i :e∈p δ∗i (p), where

E∗i is the channel set used by the offline algorithm. We note
that for the payments that are served by offline algorithm,
their contribution to the channel is also constrained by (5b)
and (5c).

Suppose ponl
i is the minimum-fee path for Ri when

Algorithm 1 tries to serve Ri. Since this payment is not served
by the online algorithm, we know φlin

i (ponl
i , δi) > ρi according

to Line 2 of Algorithm 1, and thus∑
i∈Q

ρi <
∑
i∈Q

∑
e∈ponl

i

δiΓi
e

(βe − αe)ce
≤

∑
i∈Q

∑
p∈P∗i

∑
e∈p

δ∗i (p)Γi
e

(βe − αe)ce

≤
∑

e∈E∗i

Γk+1
e

∑
i∈Q

δ∗i (e)
(βe − αe)ce

≤
∑
e∈E

Γk+1
e .

The first inequality is due to definition of the fee functions.
The second inequality is because ponl

i is the minimum-fee path
for Ri. The third inequality is because the costs monotonically
increase in a unidirectional PCN. The fourth inequality is due
to the offline balance utilization being bounded by 1. □

PROOF OF THEOREM 1
Proof: The optimal offline profit is less than or equal to∑

i∈Q ρi +
∑

i∈A ρi. Based on Lemmas 4 and 5, we have∑
i∈Q

ρi +
∑

i∈A
ρi ≤ (2 log2 µ1µ2 + 1)

∑
i∈A

ρi.

So the competitive ratio of Algorithm 1 is a=(2 log2 µ1µ2+
1). Based on Lemma 3, Algorithm 1 is (O(log nT), 1+C)-
competitive in this unidirectional graph special case. □

PROOF OF THEOREM 2
Proof: We construct an example graph on which any

online algorithm has competitive ratio of Ω(log n). Consider
a line graph with nodes V ={v1, . . . , vn+1} and channels E=
{(v1, v2), (v2, v3), . . . , (vn, vn+1)}, where b(0, e) = βece =
1 and αe = 0 for all channels. Assume n is a power of 2.
Assume each payment takes unit time to complete, and has
equal payment amount of 1/ log2 n (asymptotically satisfying
Assumption 2) and unit valuation (Ci = 1). At time T =0,
there are log2 n payments arriving, each from v1 to vn. At
T =1, there are two groups each consisting of log2 n payments
arriving; the first group is from v1 to vn/2, and the second
group is from vn/2+1 to vn. At T = τ , there are 2τ groups
each with log2 n payments arriving, and all group-j payments
are from node vjn/2τ to v(j+1)n/2τ . All groups of payments
arriving at each time T saturate all channels, while the number
of payments arriving at time T is twice of that at time T−1.
Let Rτ be all payments arriving at time T =τ .

Let ξτ be weighted throughput obtained by an online
algorithm from payments in Rτ , and let η =

∑
κ≤τ ξκ be its

cumulative weighted throughput until time T = τ . At time
T = τ , it takes 2−τn balance to achieve unit weighted
throughput. The total balance budget of the network is n.
Hence the cumulative balance up to time T = log2 n satisfies
that

∑log2 n
τ=0 2−τnξτ ≤ n. Define Sτ = η/2τ as the amortized

weighted throughput of the algorithm until T = τ . We have∑log2 n
τ=0 Sτ =

∑log2 n
τ=0 2−τ

∑τ
κ=0 ξκ ≤

∑log2 n
τ=0 2 · 2−τξτ ≤ 2.

Taking the average, we have at least one τ ≤ log2 n satisfying
Sτ ≤ 2/ log2 n. The online algorithm accumulates at most∑τ

κ=0 ξκ = Sτ · 2τ ≤ 2τ+1/ log2 n weighted throughput until
time T = τ . Meanwhile, an offline algorithm can simply
accept all payments in Rτ , reject all others, and obtain 2τ

weighted throughput. □

PROOF OF THEOREM 3
Proof: We construct an example graph on which any

online algorithm has a infinite competitive ratio. Consider a
network with a single bidirectional channel between nodes
v0 and v1 with a capacity of c. Initially, b(0, v0v1) = 0.5 c+ϵ,
and b(0, v1v0) = 0.5 c − ϵ, where ϵ > 0 can be arbitrarily
small. Without loss of generality, consider αe = 0. At T = 0,
a payment from v0 to v1 with amount ϵ arrives. If A rejects
it, since this could be the only payment in R and an offline
algorithm can accept it, the competitive ratio is infinity. If A
accepts it, then we assume that at each time T = 1, 2, . . . ,
a payment with amount 0.5c + ϵ arrives, in alternating direc-
tions between v0 and v1, starting from v0 to v1 initially. Clearly
A cannot accept any of these payments due to insufficient
balance on either side. An offline algorithm, by rejecting the
first payment at T = 0, can accept all subsequent payments,
since two consecutive payments simply cancel out each other.
If R contains ⌈ a·ϵ

0.5c+ϵ⌉+1 payments as above, the competitive
ratio of A is at least a. The theorem follows. □
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